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U.S. Ground Forces Robotics and Autonomous Systems (RAS) and Atrtificial Intelligence (Al)
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The nexhict iod snroammodwysauems ( RAS) and artificial i nt

potential to chanRAS tdhfef enrag utrlee od o svlair fialrietty of a

pl atdmotmsj ust wdtalpadann spyéartfeohnsm dangeraéaks and dirt
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pot enrteidaulcliyng sid lheei e s kaRedg aMadrimmege Isfelp,orot suggest s

One of the promises of Al in the military that seems to guarantee its adoption is its broad
applicability. Al can be used to increase effectiveness and efficienapdoe than just
combat operations. Al can improve supply lines, enhance the training of new soldiers, and
increase the effectiveness and efficiency of intelligence gathering and processing. But their
effectiveness in combat operations seems especially igirgm Al is not a wholly
revolutionary idea to be applied to the military domain, and it is merely the next logical
step in the digitization and mechanization of the modern battléfield.

As a stated Namp eDractetiseea h @ g P bgelatr tanf Def ense ( DOD)
the SarpeurcssReAdgand Al for a widesidar fetoyn o¢theappl |
programmatic and budget arnyo ticreamsspiedcdar atfi arhse sfeor Cc
techndlhmg jne sciotn si deyfan gioamsd cul ated in the follow
from a U.S. Air Force document

Authorizing a machine to make lethal combat decisions is contingent on political and
military leaders resolving legal and ethical questions. These include the appropriateness of
machines aving this ability, under what circumstances should it be employed, where
responsibility for mistakes lies, and what limitations should be placed on the autonomy of
such systems. Ethical discussions and policy decisions must take place in the near term
in order to guide the development of future [unmanned aircraft systems] capabilities, rather
than allowing the development to take its own path apart from this critical guilance.

Apart from t&hepWwrsSSui tmi dth ¢ R& Y hmmsdalbigfeenr aat i on of RA

Al internationally, rtaeni goi I negn tf rnoomm sftoarteel ggnr omi pl si ttaor
organi Thesensechanobolr dgikgns ulseede t o a | i mited degr ece
mi | it arHp wfhoer clensi we td | Sadfleset her forei gmagdvances
be of interest to Congress
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IAdam Wunische, AAl Weakth aBWAR®@ DAGHa™2A9186lV@Et 'ay, 0

2Summary of the 2018 National Defense Strategy of the Unite
Competitive Edge, 2018, p. 5.

3 Headquarters, United States Air Force, United States Air Force Unmanned Aircraft Systems Flight R2042009
Washington, DC, May 18, 2009, p. 41.
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The | evel of independence that humans grant a s\
or qualityoowferbneingg tsoelafc hi eve an Ggseswmgned task
siattu onal awareness (integratedamséndenigsi premaleii v
Autonomy refers tonairmspwelititchum mdhde ken pgenastn deei si o
tailored for a specific mismichtimaehengl of ri sk,
10EOU

A powered machine capable of executing a set of
control , coormpbooitend mdltl y sof a platfort, softwar e,
10EOUPEWEOEW UUOOOOOUUW2aU0U0l OUwpl 24

RAS is an aocepbédémiar mnd the science and techn:q
highlight g rtofbotpkysiamal cognitive (autonomous) a:
purposes of this concept, RAS is a framework to
autmows el ement, or ®more commonly, both.

UUDi PEPEOQw( OUI OODPT 1 OET wp ( A

The capability of a computer system to perform t
such as visual p er caenpdt idoame, k Ssipgene ch recogni tion

I n thtorldrress, multiple bills includedtaedafinitio
cl assi fi ctalh@dotne gsocrhieznees Al systems as designed to
think |like humadBhewoe alcas ¢ i fididcyd tiimemos .pwoerraet ebdr oi an
first definition of Al i n statut e, i ncluded in t
Act for Fi sPcdl-28brwRiOeii®wa s(tt he term Al includes

(1) Any artificial system that performs tasks under varying and unpredictable
circumstances without significant human oversight, or that can learn from experience and
improve performance when exposed to data sets.

(2) An artiicial system developed in computer software, physical hardware, or other
context that solves tasks requiring hunlie perception, cognition, planning, learning,
communication, or physical action.

(3) An artificial system designed to think or act likehaman, including cognitive
architectures and neural networks.

4 Taken directly from Joint Chiefs of Staffpint Concept for Robotic and Autonomous SysteiRAS), October 16,
2016, p. 2.

5 Ibid.

8 Ibid.

7 Taken directly from M.L. Cummings, Atrtificial Intelligence and theure of Warfare, Chatham House, The Royall
Institute of International Affairs, January 2017, p. 2.

8 See the FUTURE of Artificial Intelligence AcB(2217andH.R. 4625, the Al JOBS Act of 2018H.R. 4829, and
the John S. McCain National Defense Authorization ActHiscal Year 2019R.L. 115232). The Al classification
scheme is presented in Peter Norvig and Stuart J. Russell, Artificial Intelligence: A Modern Appfoeath(Nsev
Jersey: Prentice Hall, 2009).
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U.S. Ground Forces Robotics and Autonomous Systems (RAS) and Atrtificial Intelligence (Al)

(4) A set of techniques, including machine learning that is designed to approximate a
cognitive task.

(5) An artificial system designed to act rationally, including an intelligent software agent
or embodied robot that achieves goals using perception, planning, reasoning, learning,
communicatingdecisionmaking and acting.

Whil e not specified in these definitions, a dist
when di scusgi mgndt fautaurer mabi | ifhiae s odvd ABl i Bgst ems
technologies tailored to particular, narrowly de
this category. While narrow Al systcemsaskarsedxcee
they cannot under st asystemseearanveedr taop prieyl aw headt ttahse
contigeasepaeéf &t s t o systems that demonstrate inte
cognitive tasks, whichoisloangéekel gct¢tof dicegrt é& omo

 EEI DOI w+i EUODOIT

Machine |l earning is an application of Al that pr
and i mprove from experience Iviotchuslets mei ndreexpl i c
devel opment of computer protgbeaarsn tfhan tchemaelcweess
process of Il earning begins with observations or
instruction, in orderd tnoa kleo doke tftoerr pdaetcti esrinosn si n nd e
t he examppeecditthggthumaes pri mary aimtBdsedronall ow t
automatically without human interveition or assi

UUOOEUI Ewel ExOD#W2aUUlI OQwp 6

A weapon system that, once activated, can select
by a human operat esru.peThviiss eidn caluu doenso Mfowmsanweapon s
designed to allow human ODper atpptseam,0o bwterocames el
engage targets without f¥Yrther human input after

1 2wEOEw ( whbOw2OEDPI Ua
Much has been writtenaéhbaesootceideotwy RaAnSd ,a nidn Ap a rhtaivceu

wor k pA accoempr ehensi vel rRtOelr7n asttiuadrnyadh yBa hAehs Sbobat i ol
Empl oyment I nstitute offers some interesting i ns

Modern information technologies and the advent of machines powered by artificial
intelligence (Al) have already stronglgfiuenced the world of work in the 2tentury.
Computers, algorithms and software simplify everyday tasks, and it is impossible to
imagine how most of our life could be managed without them. However, is it also
impossible to imagine how most process stepuld be managed without human force?

9 For an overview of Al and selected, overarching issues and policy consideraticBRSé® Focus IF10608,
Overview of Artificial Intelligenceby Laurie A. Harris

10 Taken directly from Expert Systetmitps://www.expertsystem.comAchinelearningdefinition/, accessed August
30, 2018.

11 Taken directly fronDepartment of Defense (DOD) Directi2800.09, Change 1, May 8, 2017,ténomy in
Weapons Systems, pp.-13.

12 For additional information, s68RS Recorded Event WREQ02@¥tificial Intelligence: Innovation, Impacts, &
Policy Considerations for the 115th Congrelsg Laurie A. Harris
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The information economy characterized by exponential growth replaces the mass
production industry based on economy of scales.

When we transfer the experience of the past to the future, disturbing questions attise: wha
will the future world of work look like and how long will it take to get there? Will the
future world of work be a world where humans spend less time earning their livelihood?
Alternatively, are mass unemployment, mass poverty and social distortiomspaissible
scenario for the new world, a world where robots, intelligent systems and algorithms play
an increasingly central role? What is the future role of a legal framework that is mainly
based on a 20century industry setting? What is already clead certain is that new
technical developments will have a fundamental impact on the global labor market within
the next few years, not just on industrial jobs but on the core of human tasks in the service
sector that are .6oEks b draaneesg walking relationships job e
profiles and weHestablished working time and remuneration models will undergo major
changes.

In addition to companies, employees and societies, education systems and legislators are
also facing the task of meetinilge new challenges resulting from constantly advancing
technology. Legislators are already lagging behind and the gap between reality and legal
framework is growing?

The study further suggessotcsi edhya ehiikbseicra dhs @ inafu RAS

Revoladrfdeenri bed as

[t]he technical integration of cyber physical systems (CPS) into production and logistics

0y

and the use of the 6éinternet of thingsd(connecti o

in (industrial) processésincluding the onsequences for a new creation of value, business
models as well as downstream services and woghinization CPS refers to the network
connections between humans, machines, products, objects and ICT (information and
communication technology) systems. Wit the next five years, it Bxpected that over 50
billion connected machines will exist throughout the woflde introduction of Al in the
service sector distinguishes the fourth industeablution from the third®

The anal ysi xaanpd @fprFrfowirdds lemdustri al Revol
intel:l igence

ut

on

Well-known examples from the field of robotics and Alarethesol | ed 6smart factori e:

driverless cars, delivery drones or 3D printers, which, based on an individual template, can
produce highly complex things without changes in the production process or human action
in any form being necessary.

Well-known service models are, for example, networking platforms like Facebook or
Amazon Mechanical Turk, the econorog-demand providers ler and Airbnb, or sharing
services, such as car sharing, Spotify and Netflix. Studies show that merely due to sharing
services the turnover of the sector will grow twentyfold within the next ten Years.

BWi sskirchen et al ., AArtificial Intelligence and Robotics

Association Global Employment Institute, April 2017, p. 9.

“The r auyhors codsisler the First Industrial Revolution as the beginning of the Industrial Age around 1800, the
Second Industrial Revolution as the beginning of electrification at the end of'tteerif@iry, and the Third Industrial
Revolution as the beginnind digitization in the 1970s.

15Wisskirchen, p. 12.
18 1bid., p. 13.
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I f, as semei ehifFfeoast hi dIndResovwdhlaut iaacmre t he i mplicat
the U.S. military as a whole and, in particul ar,
Corps?

31T WILEUPAOR MEWREBO WU DO @E &
CGUOUOEWWOUEIT Uw

The. 3018 National obet bBesé&nbt edt S8igmtdes &®rfi LAimreg i Q@
strategiltstappersoach,

The Department will invest broadly in military application of autonomy, artificial
intelligence, and machine learning, including rapid application of commercial
breakthroughsto gain competitive military advantagés.

I n this regard, tdhier edcotmepdua s de MRBABnD@pdaRAkof t he
Nati onal Debenseh&teaaergyal so trmer &rpiya @atnidc ala r i ena
mi ght emphasige oheRASvehdpme. Someeofathewiengea

"TEOT POT w&i OUUUEUI T PEW$SOYDPUOBOOI OC
Since 200nl,l icdtheeyUArSmy and Mar idrheef Coupsedi anpartic
counterinsurgencypa&mdavwii mbndé¢ en it & a raiadogtrd doomadl

combbatcei ving .Thes2emphbaisonal Defense Strategy
Amer i ca crialniglealcy ®efrom counterinsoobgengy and co

The central challenge to U.S. prosperity and securithésreemergence of loftgrm,

strategic competition by what the National Security Strategy classifies as revisionist

powers. It is increasingly clear that China and Russia want to shape a world consistent with

their authoritarian mod@&l gaining veto authotiy over ot her nati ons?®o eco
diplomatic, and security decisioks.

Thi s change otfowgrrdaate go cwdmasusmpea mrpareadme d emphasi
on preparing for convent i ®mmold egrrng uznadi ii codnmbmaaty et |
contributing to a great er Thefsubsd doyy2 &1h8 VArsmyonon F
statement notes

This modernization includes experimenting with and developing autonomous systems,
artificial intelligence, and robotics to make our Soldiers more @ffe@nd our units less
logistically dependent?

Revisionist powers and samad| eeelsitag etsshsas e téciono
weél . One defense expert suggests

The robotics revmadei olnt iis s dléd Chenteie saroudme r i c an
the world are pushing the envelope in autonomy, many further and faster than the United
St ates. Conversations i n U.:riBgareordyomeedactarh | abs and t

17 For a detailed discussion of Al and national securityGie8 Report R4517@tificial Intelligence and National
Security by Daniel SHoadley and Nathan J. Lucas

18 Summary of the 2018 National Defense Strategy of the United States of America: Sharpening the American
Militaryés Competitive Edge, p. 7.

9 bid., p. 2.
20The Army Vision (2018028),https://www.army.milarticle206270the_army_vision_2018_2028une 6, 2018.
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influencing the future of autonomous weapddther nations get a v@too. What they do
will influence how the technology develgpproliferates, and how other nati@ns
including the United Stat@sreact?

As Secretary of rtepe ritoaniftyMev &r Egees t o robotics
id ol be a gatmee cthadffigieef mensdr egard, the stage appe
aggressively pwrehreeaRASt eamg Atebachi eféeld advant

, POPUEUVUaw( OxOPEEUPOOUWOI wl 2wEOEwW (w F
RAS and Al havaes bceheann gdiensgc rtihbee dver y natwirteh of wor
somexperesicting an acceleration®#®ASt aAined At end o
advances in the private sector in areas such as
cme, and engi neeadaftyeccbhedmbki t aadd cdatgan tgiraolund f o

added iinsc etnhtei ovéded® pteéssomnol ogi es woul d | i kely face

opposadad Btemd ypes of treecahtheoll Yo gti @etse gdbohyn ootf aut onomo
weapons.

6 OUOI OUET w( OxOPEEUDPOOU
Regarding the criewsddramhdiddofyrr aonjo ket n nheanvte, and a

C
conducted numerous studies and surveys attemptir
on thaend.iSnternatWhmnale whrekfrepoet i nad wdiimgt he r
€
k

the populations studied, the timeframe for proj
gained, and whether the stdtdlyerl eo okrse ragd o mmhion @ | o
takeaways. First, impacts are very difficult to
aut omati on. For e mp Iftee c H mo lao Y0 1Mu shud efPessyw aorf d eax Iy

X a

Research Center, 48% of reboposdeotbkdpdiesplkaed ind
02
ra

they created by 2 5, while the remaining 52% pr
di spPseednd, the nge of methodol sgompaused in
studies chal ldéamgi ng, tthteerdadyf iacadul ty in projectin
studies raise additional questions that may have
wor kers. These include, but are not I imited to,
T Will Al and RASSkidlilsp/ltacsek xeartr aeamtire jobs, an
roles will the new technologies fill? I f cer
empl oyees might uU@mayrade ptdhhde isnk ielines odfe r s . | f
entire jobs ar ec e lbletitneartecdt, o emgil rotyaeirrs t he si z
t heir workforce asnkd Iplaiyngf owhielnep laolyseoe irnevest in
RAS technol ogi es.

2L paul Scharre, Army of None: Autonomous Weapons and the Future of War, 2018, p. 102.

2Sydney J. Freedbergidon: , EEpReobat Aomgar MoRevalmati on Phil os:
BreakingDefense.coriMay 16, 2018.

23 Mick Ryan, HumarMachine Teaming for Future Ground Forces, Center for Strategic and Budgetary Assessments,
2018, p. 9.

24 For a partial listing of these studies, see, for gxdme , E r iEvery $tidywe kquld find on what automation
will do to jobs, in one chart®MIT Technology Reviewanuary 25, 2018.

25 pew Research Centekl, Robotics and the Future of Jolfsugust 2014, p. 5.
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T How will the pace of innovaaf fdehceand adopti on
wor kforce and corr esponrdtisnga rlgaubeo rt hpaotl iAcli easnd
RAS technologies are devel owieng much more r a
technol ogi eswhofc hprhiawre ye@aarge!|(y siuwmevhol ved physi

a

asautomated teller machines at banks) and s
i nnovaantdi ofnul | adoption. While there have been
and new technol ogies displacing middle cl ass
centfiriesgbil ity to i mplement Al systems and
hardware coul d ifarcidnd aalel ova pfiar amdorpg di srupt
the | abor mar ket than have been seen histori:

technol ogies together can replace both physi.
analysts have wiadscagpgophitenhs? tdhyastiaams

mi ght cause shifts in the workforce that out
T Are there a sufficient number of Al and RAS
i mpl ement the technologies across the public
studi es thhate tnhoereed i s far more demand than su
What are the roles and responsibilities of 1t
meeting the demand?
These civilian workforce issues c®Ausl RABawedi mpl i
Alhave changed the global cewilila®ervieabowral myr ladé f e
military personné&Thewnnatgheatend model s.

new technologies will permit the automation of many tasks currently performed by
soldiers. As automation ard allow civilian business leaders to place humans in different
kinds of work, so too will military personnel planners be forced to think anew about the
recruiting and employment opportunities of a new global workforce approach. It is likely
to drive the ceation of new military personnel models and in turn the designing of new
ground force structures. This, along with the disruptive technologies of robotics, Al, and
human augmentation could enable new operating contepts.

Fewst di ers andaMariands recul d mpact on the size a
budget, not just in militlaoggi coomepterauacdttihoena| t but &
care, for exampl e.

YIUPT T O0BED) Eue@UEEU ] Ew2 x1 1 EwdOi w EUDPOO
Advances i n stoercsh n ocloonmgpyu,t esresn, and networked commu
through a | affge poadrhtaiabrnt af yt peanners and commanc

contend with by gmdvddadl mdya taa ,v aisit maOh @tyg t ruea |
0bseg:v

%pDavid H. Autor, AWhy Are There Still So Manyoudabbs? The Hi.
of Economic Perspectivegol. 29, No. 3, Summer 2015, pp-38.

2’J ai me C cCouldithie AlfTaent Skiortage Be Eased If Tech Giants LeaBhaoe® MIT Technology Review
November 10, 2017, and Jacques Bughin, Eric Hazan, Sree Ramaswamyjat drtificial Intelligence Can Deliver
Real Value to CompaniekicKinsey Global Institute, June 2017.

28 Mick Ryan, HumarMachine Teaming for Futurer@und Forces, Center for Strategic and Budgetary Assessments,
2018, p. 9.

29 |bid.
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The number of images and signal intercepts are well beyond the capacity of the existing
analyst community, so there are huge backlogs for translators and image interpreters, and
much of the collected data are never reviewed.

The dil emma falcy sntgs chiuamaéharaée hiez e d

Todayd analysts also face a wide variety of data streaming in from different platforms and
sensord data they must integrate (or fuse) to ensure accurate, comprehensive situational
awareness. Their workstations comprise multiple screens, each showing diffey@misst

of data and each loaded with different suites of tools. In many cases, the applications,
databases, and operating systems underlying these tools are produced by different vendors
and are not interoperable. Sailors told us they are overwhelmed astriligryle to master

the functions provided by each tool in the suite at their workstations. Another challenge is
the existence of multiple and often mutually exclusive security domains (different
classification levels§:

Aut omated sgyganesmegmahnfli dant mvialliateaarlyy st ssi pt anger s

commanderps ocessing and synthesizing | arge and d
The availability of significant quantoifttiesss and t
requiredimeendidtiegs military threats presents a

deci si onmaker s:

Processing speed and communication capabilities also increasingly tilt the equation against

humandecision makersoth generally and especially in miliyagituations. Humansow

processat about onenmillionth the speed of machines. Machines are becoming faster.

Humans arenodt . When instant response is imperati
proponents of humans in the loop concede that their desired human control cannot be

achieved. It can be anticipated that this exception will allow the rule as the range of tasks

that can be accomplished by machines grows, machine speeds increase (both in calculation

and in kinetic operations)and autonomous operations proliferate. As twbservers

concl ude, Aimilitary superpower s in the next cen:

capabilities, or tbhey will not be superpowers. 0
Aut omated systems and Al can also be of great ve
fima n el u ma# Rhleoop response i s i nsafwaboifsent, such a
unmanned ground or aerial wvehicles or an inbounc

pd

1 2wECEwW (w( OxOPEEUDPOOBwWI OUw4

Al t hough the future is unpreaudsieclheBchiSeedand t Ali s a r ¢
advances in sbhehpabsvahbgisecter data wanlal ybsei s, ar
adopted by militaries to enhance.Stohreei rofi nshtei t ut i
pot einmp lailcat iaonnds Adf fRAS U. S. tchreoumd |foomicnegs i ncl u
30|saac R. Porche Ill, Bradley Wilson, Eithl i zabet h Johnson, fiHow do We Deal wi t h ¢
23, 2014.

3L bid.

2Richard Danzi g, 0T agnglosslofcCgnyrol & dMank Militariess PursMeaTechnological
Superiority, o Center for New American Security, June 2018,

33 Information in this section is taken frodtick Ryan, HumarMachine Teaming for Future Ground Forces, Center for
Strategic andBudgetary Assessments, 2018, pp-14lL
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(OxUOYI Ew/ 1 Uil OUOEOETl v11 EUEI EwlBPUOwWUOwW2O0EDI L
RAS and Al have thet montdhmeviidualt op d@rafparemanc easof t
the performance of R thuaasl layp pe vi ecrayiltigbagaepdsi fn  u niigth.
Mar ibinedi vi dual ¢ oimhbsgitt ulaotaidosn ali sqpovweadrpeaarede e hat t he
| es,elanidnagéie e ammaaether t ha®MAlsicnapn yb et oeomipsl.oyed as a
and deci sowln sau¢ppoocul d be a centr al component in
( AWSYWhiaceaan provi de pr otaecrtamiosfstif,r @, i neoknéeting, art.
mort aramdcdedtitser threats.

Some DbRAS eavred Al al so showplhgyealss lept dmese Bndredu
Mar i RAS.and Al can be used in such missions as e
cl earance, obstacle breaching, and chemical, bic
reconnédbbsbfanoasi deredséxopemakby mhsigderi fi cantly
l'imits trtompt kxposshuaezavideusl y not ed, RAS and Al
greater rol e ,par tfiofrnceern plr yait ®lenticedbsti 1 e, rocket, and
and neotrttaac k

-1 Pw%OUET w#l1 UPT OU
One repotthasuggest s

ahighly capable and sustainable land combat battlegroup it 12@$ consist of as few as
2501300 human soldiers and several thousand robotic systems of various sizes and
functions. By the same token, mafunctions of artillery and combat engineer units,
currently undertaken by humans, might be better done by robots in hobmanteams.

This has the potential to reduce the size of these types of units by hundreds of combat arms
personnel. This approaawould free up personnel for redeployment into areas where the
art of war demands leadership and creatieityabling intelligence functions; training and
education; planning; and, most importantly, command and leadéfship.

I n some ecaansdeisAb@PpROASEe redesigns could not only be
controverBheal Afromy welalmpl e, pl ans2 tBr adclpdyase the
infantry fighting -Mamned eFiwgh thi ragwh\Waehhii ozl mem | (Iag MsFoV )
be opeemeéked i nste¥Hemdt dlyy at camsspora®MBV an i nfan
could give rise to concerns that should the r emc
veh®dcloecupantsdwlolphar dlel e t o enemy fire.

1T 001 Uw( Ow0pwOUBbO0ED" OOEEUWBOUET U

From an insti tRAS oanmd /Alerhsgpwe ta vei,de range of ap
educating troops and | eaders which, in addition
savings as pweerldondfmeleimrgewipously dedicated to the
From an institutional support perspective, RAS ¢
|l i kely be readil yMialdiatpdreyd wamrehlmo us & adyd udepot fu
pri me candidates for RAS and Al applications, poc
¥Dr. Bob Sadowski, fAShaping e Future: Army Robotics and

t h
Research, Development and Engineering Center, March 2016, p. 6.
35 Mick Ryan, p. 20.

%Jason Sherman, AArmy Previews Desired IGaptelimyities for Ne:
August 31, 2018.
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and freeingoupopbressdfdmald svarse al so under way for
of both ground and air |Icoagni sbtei cuss esdo t&aoh ddte | ui nvnearn nse

evacwuad keadIntoitdher potential application being expl
predict when vehicle parts might breakd®wn and i
RAS and Al alapphaoat ponent natr eant nteonmb aotf zwonuensd e
and in rear areas as well

| O OwdbP. VIPOWOEOwW" OOEI x UUw
RAS and Al offer the possibility. o®ne epvotogpretriaali c
concept vivatl dr dteatt ®onapearea with smal/l aut onomo

adversary to move, be deteckrhRuot lmaead pessiablget ed
operational concepeneaganct ¢ e gat @r e a¥8derdif alct GADF AL

capabduriitndgséorceg (pehmh aas oams airborne mssault or
could be to employ autonomous air, ground, and r
the introducti onAsfa Uc s o @lrooruntdi dlo-emdawnRAS/ Al

of fensive opeU.aS.i opalli cyoymaxlegprtsaphdodekphoe eofwvhiac
sort of defensive countermeasures and systems mi
adversaries empl oy RASgaannds tAlU.ifS0 raagssionsdd!| lanewda/n n €
suggmessmes ,o0f the major platforms and strategies u
mi ght be rendered ohud mieetad RAGr aamtd A¢asatr ehiegipll py ¢

-1 Pw, OETl OUwi OUw1ll EUEAEED | wBQuEROH ul EEUERA3 T Wy

How | di ers and Marines are recruited, trained an
RAS and Al become a more prevalteémat part of the r
as robots replace humdasgéenomaayfadadctignsdult ,iang

many lower ranking soldiers may be displaced. This will necessitate a change to the
traditional career pyramids, where the mass of the Army is found in the lowesttanks.

Such a fundament aduhlagv ed ipfrfoefroeumtd fiompcaect s on t he i
Mar i ne Qooruplsd abhdt h services in even grfeater ¢ omg
highly skill ed lathdc ceudlud adledo rreecguwlitt siin fewer opp
fot hose with Ildrmittheads ee dluaccakiiiiogn Aemhhntcaati skl | Bov
that the di s plaanckd megn tdiog fo ke wd i ssh aat mar ydi @fr st he s e
woul dboenortepl aced but instead fainfdl Anew positions

Vi ctoria Leoni, fAHereds How Artificial Intelligence Could
Military Times,June 272018.

38 Mick Ryan p. 12.

RANDOGs 20IBerApmyds Rol e -Amc eOsvse racrmodni Airge @AnReni al Chall enges
A2/ AD a-accessAAR)tchallenges prevent or degrade the ability to enter an operational area. These challenges

can be geographic, military, or diplomatic. Area denial (AD) refers to threats to forces within the operational area. As

they relate to U.S. ground forces (the Army and Marine Cor
toobstructthe ct i ons of U.S. forces once they have deployed. o

40 Mick Ryan, p. 13.

4L bid., p. 39.

42 Information provided to CRS from Army Staff, October 5, 2018.

Congressional Research Service R45392 - VERSIOM - UPDATED 10



U.S. Ground Forces Robotics and Autonomous Systems (RAS) and Atrtificial Intelligence (Al)

w- 11T Ewl OUw2 a UU0@UIWECOEwWIEEDNOEDwl 2 wEOEwW (w4 U

While it remains to be seen to what extent the /
battlefield use, it is remsghabbeekotaspumesupot ¢
cpabilities, possibly even to a greater extent t
Uni ted States may choose not to pursue autonomol
considerations, other nationwelmi ghav enloap fteheds e o
capabilities for podsi Hlhed susaen da aihregt clh.s®.s,f drhoee
could be required to develop new systems, tactic
to counter the threda®tAlposed by enemy RAS an

EUawl 2 wEOEwW

government @Geport
t

O her nations ave military RAS and Al aspiratio
technoilnog2iOels7, t he Chinese edl vy

premier attifeoaceal i nnoy*wiitohn Rouesnstiearn bPyr e2s03d0e nt V
st aitWlinogever becomes the | eader in thiOnephere [A

analyst notes

Armed robots are also proliferating on the ground and at sea. South Korea has deployed a
robot sentry gun to its border with North Korea. Israel has sent an armed robotic ground
vehicle, the Guardium, on patrol near the Gaza border. Russia is buildimgyaofayround

combat robots and has plans for a robot tank. Even the 8tilitias in Iraq havegotten

in on the game, fielding an armed ground robot in 2815.

These technologies are not the exclusitve purvi ey
notiens 20k 7* i mi nal group used a swarm of small unm
host age e sodbwseertveadmon post in an atteMpt to for

The following sections prdvised et Brdi ®RIBBI Bihds Al at
ef fForst he selected countries, tmh g hda f fnortt s di s c L
const hmateoammt il iRRASSI/YAl pr ogr am.

ze®’'S

One stulMhRustséan Military I ndedtnai al aB@ommatt we ul
have 30 percent of Russian combat power consi st
robotic platbAbrms20y62mB30itary technology for um,
the Vikhr (Whirl wind)hiuaoimang@t@&Qdpysod nadn Bidtnb aB M v e
infantry fighing vehicle (I FV).

“pPaul Meifing Wants A.l. to Be Made in China by 2Q3@lew York Timesluly 20, 2017.
“fiThe Rac befehse ®ngvarch 2018, Forward.
45 Scharre, p. 102.

“%patrick Turner, AA Criminal Gang Us edDefensbOmeviag3, Swar m t o Ob:
2018.

47 Mick Ryan, p. 13.

BNi kol ai Novichkov, i Ne ks CovarsUsaifa R eQalmieasst fABG\D GRirfl&/a c e, 0
International Defence Revie@ctober 2016, p. 30.
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Figure 1.RussianVikhr Unmanned Ground Vehicle
‘ 2L — AR

Source: http://www.businessinsider.comésiahasseriousambitionsfor-military-robotics-201711.

The Vikhr is reporta8dimm Shined nwivt R AFZF 2staabiolmaz é ¢
coaxi al 7.62mm/ RETMsimadc kiorne PdFng u manld SMX3 3IMady
Kor4e (-A% Spr i g@ark) gantdied miTshsei I\dank(r ATeGMsn)f.i gur ed

to accommodate a variety of weapons. T-he 2A72 me
barr el 23 man r2cArlalf tanc iSNonpr lRo7tmheavy machine g
Gs-63 0K -bsairxr el naval aut omal sacc coanmoamft @aGlewe Vi khr ¢
mi ssil eA1Bf Grplus e()S or poOKIARD I \erabiar nlaenf ense syste
Shmellreactive flame throwers. Foreign artillery
The Vikhr can afeaoarbeieguupmednweitmeoviade vahi cl e
surveil |l anfchee cVdagkddiaél drteyrmot e luyp oc oan tdriosltlaendc e of 10
ki m@et er s

Russia has al se9 dae vsenhaol pl eedr) Ltk KddhidoUtriracnat @ ®knm Shi puno
2A72 aut omat i c -tecbaanundobhh A Of dtua k & ¢@RAFiGMas1,-V f our | gl a
surftade miss7i.lée2smm &Kmd aas hni kovg PKThRXcTavhamac hi ne
al so mout raeaShmele fl am®e damr olwerr e Mibgee IUy acmmont r ol
di st aniclk®todRruSska reported in 218 ntilBeyerarat had t e
combat ooondcoindost miorec el poapod reatt iiaomnas

49 |bid.

%Kel sey Atherton, fiRussia Confirms its Armed Robot Tank wa:
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Figure 2. Russian Uran-9 Unmanned Ground Vehicle
ﬁ \\m“':-,_‘ S \, Nz 7 /

Source: 1LNRODL 1RYLFKNRY “1HZ 5XVVLDQ &RPEPDWG&*+BVYW B HDNHWU ERFYHH Wi ,868 D Q (
International Defence Review, October 2016,30.

Reportedly, the Russian Miniasltonyg owi tDhe ftehnes eMiinsi sL
Educati on awhdilfxy emate powrdrdesstrieyl e eahhohobogh cul tu
and fRwmsdhks,aderst aki ng eiftdsardtesnitco orcgaemitzé i c, and
communities to develop Ru>ssian Al and to compete

ll_S
Oneepdirsscus = sAlIChashpmi rati ons:
Peoplebds Liberation Army PLA thinkers expect Al t

from todaybgseddbnfvaymaof warfare into Aintelligent
critical. According to Lt. Gen. Liu Guozhi, who |
(CMC) Science and Technology Commission, Al could accelerate military transformation,
reshapingnmiii t ary unitsdé programming, operational style
of combat power generation, ultimately leading to a profound military revolution.

He warns, fifacing disruptive technology, [ we] mu
paradigmsl f you dondét disrupt, youoll be disrupted! o

and autonomous unmanned systemseAdbled data fusion, information processing, and

intelligence analysis; wagaming, simulation, and training; defense, offense, and

commandin information warfare; and intelligent support to command decisiaking,

among other applications. In particular, the CMC Joint Staff Department has called for the

PLA to leverage thét r e mendous potential o of Al in planni ng
operdional command?

Anot hesuggesetts China has already developed a r al
surface, and ground pl aeddgpe msnmaamdnad| wdgtRgmg h o 8 ¢
wi shealth, swar mi ng, 5%hdi nhay pbeerlsioenviecs ctahpeasbei |niotdieers

51 Samuel Bendett, fAHerreyYysi Ho@r g drei RibDsfgnsedme]ulyl@0l 201i8ap Al , 0
52 |bid.
5%AT h e Ra c eDefensea OngMarch®018, p. 14.

“Gabriel Dominguez, AChina Seeking to SurpasBBQHAVS. in Mili:
Defence Weeklyiune 6, 218, p. 6.
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systems could be used to introduce & Tp®rsi stent
repeuggest Chri aaragihrag mwiildiet AW appl nehmitaaldns f or

coulrdesent aaemedtchal |l enge to the U.S. military.
Pentagon officials have reportedly noted that Ct
t ec hnalhogdywghh | i ci t danod aidlvlaincciet imesamsi | it ary tecl
Al and unrhamwreed cder i(aFAYV)Myt @e¢ hineli @aggg. note this p
of challenges and | imitations when working with
Alas many of these instisbutfonsi gaveassgnaticecant

and engineeXing programs.

“2e'1>ZS

Th®oukor eans have devel-Aperdoldite SSeenfierunydg S® @R h Kor
against North Ko%l enamOWorr,ddrt iwabst ubeavderma efdu ltlhye S G
aut onomgamsd ma ditpmdbes sourdesrbheagamo it as a full
weaponswhiyshemegwlatte dd eial a,dd nkgagh v Somgeasg and

Korean officials noted that Rephumandll-AYyhs theqBiGRe
whi c h$ 2c0o0@atp Dbace remotelytdmdounatedi shatraes5. 5mm m
gun or a 40mm autgwlitéle Wworkaide ¢ a@amjpemetri on with
systtehmasin detect intrudersawidt bahehdim bthldmagwgh on

audi o or videSTheo mdnBRi € adéphecyed-mi hreo Kph@watn t he
demilitarized zone (DMZ).

The Brimstone missile devel opleadu nfcohree mifdlo efgBroey al Al
mi ssile desigogdgtound v(@hixXd)fBsi mst emal haboaws

modes of oplkiamvddovieldspameva i hgui gdt a | asdfri memd t he
and bmnodgetwher e tdhef mvarse | feeks a predesignated

establ i sBed msitlolnebd»xs reportedly been.used agai
Saudi Arabia haenacmus s%®Wtitlhee tBed Msats t @ ds iSmialt &rs

sysdtehheong Raibdhe pArvi is sidlBa i (MsRASIM) i s an exampl e o
expordeathibeonomous wWelhipom csgslteémbe converted to a
weapon system dap aldidliintgy aand didgveartfddcrighvegt imodeo a s
agai nsW. Svhigrhounldi kiheelgyde sl ewielllop counter measur es.

55 |bid.

%Gabri el Domi nguez, AChina Threatening U.S. PD@WEY Techni cal
Defence Weeklyune 27, 2018, p. 8.

57 CRS meeting with Army Staff, July 24, 2018.

58 Scharre, pp. 16405.

®Tim Horngak, Ma&birne Gun Robots Start DMZ Duty, o6 C/NET. com,
60 Scharre, pp. 16307.

SABritain Uses Bri mstone Mindia Défemse Néwdanuaty b2e2016. r s t Time in Sy
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Figure 3.Brimstone Missile

Source: https://missilethreat.csis.orgissilebbrimstone/
SOYIl UODOOBbE®E w, EOEI POl w. Ul EODPAa
Army and Marine RAS and Alpodfidoandetssa ma gge &y obvye ran erdu

of different organizati ons. TohBee Ifeoc tl eodwa andgt hscercittiic
managing organizations.

#. #&0VYI1 UOBDOPEDI U

21ILFH RI WKH 6HFUHWDU\ RI '"HIHQVH 26H&BGRDGRBIS 6\VWHPV ,(
-XQH

OS®B Unmanned Systemsslbntegrated Roadmap

provide overarching strategic guidance that wi ||
goals and efforts with the @D strategic visionThis strategic guidance will focus on

reducing duplicativeefforts, enabling collaboration, identifying challenges, and outlining

major areas where@D and industry may collaborate to further expand the potential of

unmanned system#&s DOD has embraced the use of unmanned systems across nearly

every operating erironment, this strategy will allow OD to capitalize on the technology

advancements and paradigm shift that unmanned systems pfovide.

The overarchi sagdnmaemed 8ysO8MDs ilmdlewgdeat ed Roadms

T interoperability
T aut onomy

62 Office of the Secretary of Defendgnmanned Systeniategraed Roadmap 2012042, June 2018, p. 1.
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T secur e aned wor k,
f humaamchi ne c¢cdl | aboration.

I n addition to autonomgbersypteems,  oints ,talliend oa adnad 1t
el ectromagnand celspetctamimc war far e.

-RLQW &RQFHSW IRU 5RERWLF DQG $XWRQRPRXV 6\VWHPV -&5%6
DOB 2016 siCRASates that by 2035, the-RAS8Ii nt Forc
teams in diverse combinati ons dp¥Neaxtpisniydatthhaet J oi r
wi || remain a human endeavornadviadhc dwmaalsi Iriettyai fna
militamnyhacidBtA8S8bl i shes the following future pre

T empl oyment-RAS heamms
1 leveraging autonamamyd as a key enabl er
T integrating RAS capabilities td develop innov

'"HSDUWPHOQWOQR/IH '2' 'LUHFWLYH &KDQJH 0D\ $XWF
'HDSRQV 6e\sWHPM i s hes

DOD policy assigns responsibilities for the development and use of autonomous and semi
autonomous functions in weapon systems, including manned and unmartfegdpland
establishes guidelines designed to minimize the probability and consequences of failures
in autonomous and serautonomous weapon systems that could lead to unintended
engagement®.

Thdi rective &ahGut ernompau satudrodnuosne mie apon systems s hq
designed to allow commanders and operators to ex
over the , psecodtfudiagce he devel opment GTFThifully aut

reluctanduwel Ityo gpwivesaupen 8§ vapgsf ems her e2nplh7asi zed du
testitodhhrey Senate Ar medwBenwiites Charmmimathe ef t he J
of Staff Gener @l aPmualn Sedlvwac asttea tfeodd, keeping t he
our valwarsdb not think it is reasonable for us t

we take a®human 1ife

I'n a similadldnabempart méhret of DefendayAr toiufti ci al
DOB strategied f & gipnitatemgtriyalt o nt o t he Dmphrtament anc
advarf®t age.

63 1hid., p. 4.

64 Joint Concept for Robotic and Autonomous Systems (JCRAS), Octob201, p. v.

85 hid.

66 Department of Defense (DOD) Directive 3000.09, Change 1, May 8, 2017, Autonomy in Weapons,{ystems
57 1bid., p. 2.

68 Senate Committee on Armed Services, Hearing to Consider the Nomination of General Paul J. Selva, USAF, for
Reappointment to the Grade of General and Reappointment to be Vice Chairman of the Joint Chiefs of!Staff, 115
Congess 1%t SessionJuly 18, 2017

692018 Department of Defensartificial Intelligence StrategyJune 2018.
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#. #RIOE w2 1, UEY®EH T8OT w. UT EOPAEUDOOU

) OPOUwW UUPI PEPEOQw( OUI OOPT 1 OET w"1 001 Uwp) (" A
h

I'n Jun@ORO0els8t abl i shed t Joint Artificial Il nt el
deli veegbloédAtapabilities to the JoiAt Force and
Reportedly, D Oftwv o In-ab lpléessls tt aa | eetnttr & cot tAhdee cniesw oonr gani z
where to |l ocate®the JAIC is pending.

uda

The Army has a variedyiofi bsgRABranhdthaAbgeinfgol he <
efforts, there are three major organizations i ny
the Army for AcquisitiondALILoRBiscgri a@am, DiamelcfTec hho
Roboits csesponsi ble for RABevkEh manmgembenmaj thecd
Doctrine Command (TRADOC) Capability Manager f or
ground ared faisnt ssSRA3 as overall RAS inhbedrapi on.

Army Futures Commeamesd(aadfCi)sh unity of command an
consol i dafsesnotdlree nArzmyt i on pdgnodessanounden aersd arbd ad fs

wimanage ®GheRAAS myndb Al ef f bs tFelx pweicltle dh atvheata Amaj or
managing these efforts.

>—C1 >¢'¢'(E'Sel —eZee’e 7B EZ]1 Se”"1l H>EZ

On October 2, 2018, t het Mermmyy aArntoiufniccedalt hhentcerldat
Foricne Support of the Department of -DefBhRxse Theée nt
Ar mey i nt @enstt aibsl itsoh-Aldf Fswualdabl &. 5. Army Futures Co
consi st isngl eodt enda nAr my per ssoentnse KAromieedefde pesi &nd sk
suppoOD tprDoj ect s, prairencii o aMd lyl dotirsidsd IAadlr FCiwtiyl. |

wor k with Cér MNeagiieonMd!| IRorboti cs Engandetheg Cent
Army expects to achiewe@anniegi ei Melibnp ecrabinliyvnegr s a
November 2018.

, EUDPOI w" OUxU

In a similar manner, a numlbeir nef RASgamidz &A1 i eh§ oc¢
Marine Corps Combat Devel opment and I ntegration
devel oping RAS and Al concHEe@xhe oMa roipreee aGdroms and
Warfighting Laboratory i soleoegpecradi §IS&THlomdeveil oept

70 Deputy Secretary of Defense Memorandum, Subject: Establishment of the Joint Artificial Intelligence Center, June
27, 2018.

“Justin Doubl &Nedavy Al fiBienittear WOdsns t o Ac cQllaesrsact eT aFlieenltd,iong, At
InsideDefense.corduly 12, 2018.

72 For additional information on Army Futures Command,GB& Insight IN10889Army Futures Comnmal (AFC)
by Andrew Feickert

73 Army Directive 201818, Army Atrtificial Intelligence Task Force in Support of the Department of Joint Artificial
Intelligence Center, October 2, 2018.

4 |bid.
5 Information in this section is from a CRS meeting with Ma@ueps Staff, September 4, 2018.
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RAS arFd nfahlel yMarti ne Corps(BgSCemssCoempaoadsi bl e f o
acquisition of RAS and Al technologies/ systems.

UOAwWEOEwW, EUPOI w" OWxBWIl] R2IwE OE
31T w VDOaEDEW UUEUIT T a

I n MarchAR@Y 7p uibthdesRelot i cs and AuttdhembumySyste
describes itsf RIAISowdjectives as

1. Increase situational awarenessComplex terrain and enemy countermeasures limit

sol diersé abilities to anehbelovaAddandemegthin RASt t he batt al
allow for persistent surveillance and reconnaissance over wide areas, often going where

manned systems cannot, thereby increasing standoff distances, survivability and reaction

time for commanders.

2. Lighten the sR O G L Hys$ieel aBK cognitive workloads. Excessive equipment
requirements reduce stamina and endurance. Autonomous systems lighten equipment loads
and increasesoldier speed, mobility, stamina and effectiveness. Vast amounts of

i nformati on oV e tolmake decidioasaRAS fadlitate mibsion corhnyand

by collecting, organizing, and prioritizing data to facilitate decisimking as well as
improving tactical mobility while reducing cyber, electronic, and physical signatures.

3. Sustain the force with ircreased distribution, throughput, and efficiency.Logistics
distribution is resource intensive. Soldiers and teams become vulnerable at the end of
extended supply lines. Air and ground unmanned systems and autbasety capabilities
enhance logistics atrery stage of supply movement to the most forward tactical resupply
points. RAS move materiel to the most urgent points of need and provide options for Army
logistics distribution to the warfighter.

4. Facilitate movement and maneuverJointcombinedarmsmaneuver in the Zicentury

requires ready ground combat forces capable of outmaneuvering adversaries physically and
cognitively in all domains. Through credible forward presence and resilient battle
formations, future ground forces integrate agdchronize joint, interorganizational, and
multinational capabilities to create temporary windows of superiority across multiple
domains; seize, retain, and exploit the initiative; and achieve military objectives.
Investments in AntiAccess/Area Denial (A{AD) capabilities allows future enemies to
engage Army forces earlier and at greater distances. In addition, adversaries will look to
emplace obstacles to threaten movement and maneuver across extended avenues of
advance. As a counter, Army forces empRRS to extend the depth of the area of
operations and to provide responses to enemy action. RAS expand the time and space at
which Army forces can operate and improve the ability to overcome obstacles.

5. Protect the force.The congested and contested fatoperational environment (OE)
increasesso | di ersé exposure to hazardous situations.

sol diersdéd survivability by providing greater star
rockets, artillery, and mortars as well as placing lesdiers at risk during convoy
operations’

While the Army does not have specificéGstrategic

RAS Strategy does suggest a future role for Al

76U.S. Army Training and Doctrine Command, The U.S. Army Robotic and Autonomous Systems Strategy, March
2017, http://www.arcic.army.milApp_DocumentfAS_Strategy.pdf

T lbid., pp. 2.
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Artificial intelligence (Al) is the capability of computer systemosperform tasks that
normally require human intelligence such as perception, conversation, and decision
making. Advances in Al are making it possible to cede to machines many tasks long
regarded as impossible for machines to perform. Al will play a kéy im RAS
development as reasoning and learning in computers evolves. Al will improve the ability
for RAS to operate independently in tasks such asoafl driving and analyzing and
managing mass amounts of data for simplified human deeisaking. Incrasingly, Al

will account for operational factors such as mission parameters, rules of engagement, and
detailed terrain analysis. As humarachine collaboration matures, Al will contribute to
faster and improved decisionaking in five areas: identifying rsttegic indications and
warnings; advancing narratives and countering adversarial propaganda; supporting
operational/campaigtevel decisioama ki n g ; enabling |l eader s t o e mp |
manned/unmanned formations; and enhancing the conduct of specificiviefmissions

in which functions of speed, amount of information, and synchronization might overwhelm
human decisiomaking’®

3T 1T w Vdad 2w/ UPOUPUDPI U

Within the comtRAES BtfrathegAr mkr my |-emddendhip has
f dareRMS priorities.

2S,7>-1 157> ¢’ Z@eAXUXVW]

Nedrerm prioritiescareeparbudbbysfandedonnai st of

f increase situational awareness for di smounted

T ighten the physidcdlorilceessd for di smount e

f improve sustainment with automated ground res

M facilitate movement wianhd i mproved route cl ear

f protect the force with Explosive Ordnance Dis
payl oad inmMprovements.

e Z>—1 1 > ' ZWIUXVH

Miderm priorities have research and procurement
considerati arheanfdolcoomsiinsgt: of

increase situational awareness ;with advanced,
i ghten the | oad wisth exoskeleton capabilitie
improve sustainment with fulalnd automated conyv
improve maneuver with unmanned ¢&ombat vehicle

= =4 =4 =

Sy Z>—1>"">"«"ZXWIVYW

Fatrerm priorities have | imitedmmegdebmdbeatndndeve
consté&e fall owing

78 pid., p. 3.
bid., p. 2.
8 pid., p. 5.
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f increase situational awareness with persisten
systems;

f improve sustainment with autonomous aerial <ca

f facilitate maneuver with advathcements to unma

STwEURKDI 2 wEOEwW (w2U0UEUIT a

The MaRASeasnd AlarSttirauledayeidnse nCothpgs Robotic and /
Strategy®@TMORME .st ated objectives are to
increase situational awar eness;

i ghten ®heghklati me annd, physical burde

improve sustainment ;

facilitate movement and maneuver ; and

pr ot ect %8t he force.

As part osbAIt hset rMaatrei gngp e etdh euyp haonpde itawpirrmoy ei Metch & i o
foll owing areas:

=A =4 =4 =4 =4

T denti fying strategic indications and warning
f advanscangati ves and countering adversari al pr
T supporting oped &tti admeadikidregmp ai gn

T enabling |l eadersnmanempl|l 6prmanbneds; and

1 enhamogi ssi on execution #hrough big data analy

3T 1T w, HUBEOUPEWEOCE W OUDBOBOE w/ U

I n a manner s@GBmiltae Mari memrsddmayen detstaarm | i shed
priorities.

2S,7>-1 "< E@1S—el ZeT—"—¢1 XUXXTEIOIXVWA
f Ilncrease situational awareness.

T Lighten the Marine burden.

f I mprove sustainment.

1 Faci movament .

T Protect the force.

e Z>—1 "< E®1IS—el ZeT—"—¢1 XVUX{UWZe10XVXY
T I'ncrease situational aavmd ennwadsmiwng hRA8vanced
T Lighted whéehleaoskel eton capabilities.
81 bid., p. 10.
82 Marine Corps Robotic and Autonomy Strategy (MCRARne 2018.
8|pid., p. 8.
8 bid., p. 12.
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T I mprove sustlay nanetnd mavti éadh i doantsv.oy oper

T I mprove maneuver with unmanned combat wvehicl
Sy Z>-1 "< E®1IS—el 7" —"—¢1 XWYXUZEIIXVXA

T Enabl edmammd unmanned)teaming (MUM

1 Scal able sensors, scadlable teaming to suppor:

T Advancementsrnif®hmachine | ea

21 Ol EUDBwWEOEwW, EUPOT w" OUxUuwl 2
$i 1 6ulu

3T T w"TEOOI OT1 wOi w UUOOOOOUUWE&UOUOE wW- EN
Devel apiogowmbws$ i ¢ grtohmdach swstcemsful ly -navigat e

country is a stihgaitil fili oartd ¢ wmalbleemyer come before

empl oyed effecti Oreyresaeaahehbnat diefetdietbadrso mdiwes c he
ground naasviwgealtli oansodHr bwveef eBsstarydevel opment as

Autonomousunmanned @rial vehicle UAV) navigation, for example, is relatively
straightforward, since the world model according to which it operates consists simply of
maps that indicate preferred routes, height obstacles aftg zames. Radars augment this
model in real tine by indicating which altitudes are clear of obstagkebal Positioning
System GP9 coordinates convey to the UAV where it needs to go, with the overarching
goal of the GPS coordinate plan being not to take the aircraft intdla znone or cause it

to collide with an obstacle.

In comparison, navigation for driverless cars is much more difficult. Cars not only need
similar mapping abilities, but they must also understand where all nearby vehicles,
pedestrians and cyclists are, and where all thesgg@irg in the next few seconds.
Driverless cars (and some drones) do this through a combination of sensors like LIDAR
(Light Detection and Ranging), traditional radars, and stereoscopic computer vision. Thus
the world model of a driverless car is much madvanced than that of a typical UAV,
reflecting the complexity of the operating environment. A driverless car computer is
required to track all the dynamics of all nearby vehicles and obstacles, constantly compute
all possible points of intersection, ameth estimate how it thinks traffic is going to behave

in order to make a decision to act.

Driverless car development originated with a Defense Advanced Research Projects Agency
(DARPA) program in 2004. When the program ended in 2007, driverless cargmumgd

only slowly through closed courses, and not without accidents. A decade later, industry is
on the verge of commercializing driverless cars around the world. This rapid progress is a
result of the significant industrgponsoredResearch and DevelopmégRi&D) investment,

as well as competition for the mulillion-dollar automotive consumer market.
Meanwhiléd and paradoxically, given the origins of the technofbglyere has been very

little progress in military autonomous vehicle developniént.

8 bid., p. 16.

86 M.L. Cummings, Artificial Intelligence and the Future of Warfare, Chatham House, The Royal Institute of
International Affairs, January 201j@p. 4 and 9.0.
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Overcdhmei ncghal | engesgs oafnttryc taiudc @ln pemaagwsi Wda niggati on
obstsactlsad wire, minefnike ldmtdc hesssdn@ntterrain to s
military velcitdloenms afnrdo me ndjedtg ee mevedanpdoyhstl g r feart

foreseeabl e dfewted roep,maah fcerinugcbioatlh U. S. and f orei gn

The f ol |l owi n gabsrddeetfsi cornisp tpirodn@ Fadfe X&/ énfeH&mneld Mar i ne
Cor ps RA&ST famrdt A

2UEEwy UOBBDUI w$ @WEOWxOWW wp2, $3 K

Figure 4.Squad Multi -Purpose Equipment Transport (SMET)

e e b eeiataia .

Source: 7TRGG 6RXWK “"7KHVH 7ZR $UP\ %&7V :LOO %H WKH )LUVW WR 3XW 5RER)
Army Timegpril 10, 2018.

The SMET i sd ano buontmacnnvee hi cl e i ntended to provide
Army Infantry Brigade Combat TeafBhd | BEHTE ) wialnld M
be designed to operate in unmanned and optional/l
upg o 1,b0.0O0per ate over &0 gminldwWastieat3i7v@kiMoyr andahb
moving to enable equiTpmehtbrgett cbstgéobat her SME]
$100p6r sylske eMET i s | ar gtelhsgh ed f,a®mrheomaimdle r o foff
vendadpselaously devel oped prototypes for past Ar
Conceptthaal SMET is intended to carry tawmaodps, food
other weapons su-ahmas wmempans. amdeaBMET is al so

ould conduct route clearance and breaching oper
moduTIesoreticaIIy, the SMET croad anrmadisos drec & oanrid ¢
as a-osemiully aut onowloars avrermg@d.n system

87 Information in this section is taken from U.S. Army Briefing, Army Ground Robotics Update, Nové017,
and Mel anie Rovery, AiSMET Advances: U. S.-DAHMY ,CGWHEQDWLROQBDO
Defence RevievMarch 2018.
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DecembkRe ROy, sel edTteecadm fPooulra rviesn d(oApspl i ed Rese
aris DefenseGenadaNeDPDagn8&mgidbB ML @leahbdBIwe t e ms
Howe Tdétcdh nod rodjaomis ha spexr ati onal technol ogy d
2 0%8S9 .dftoyjur SMETs (16 afrtreben madbé aeadBbapladet o t he
mbat TeahMdW®BICITai, n 1Di v,iIN¥i o an'dF@Th@&BRumor ne

sion, Fif.orCaenvpableulalt,i okMAn my Nmlvaemd ec a 1210 1f8or S M
ansition to a ProgFédmiadaBfRecowtobhhdiihes Ai gopa wt

o —

O+~ gOT® U—
<:}'3“_'O-<303
<

to Low Rate I nitial .Byr otdhuectseocnond RdrP)t hoifr d hgeu &
e first Army wunits will begin to receive the ¢
entually procure. as many as 5,723 SMETs

~ T . ~
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Figure 5.Army Leader -Follower Convoy

Source: .HYLQ /LOOH\ ""ULYHUOHVV $UP\ &RQYR\V AmyOihesply DRUI6URP WKH /DWH

The &SsLemp#et | ower Technology for Tafcftarctalr aMhelev eg
around a suite of sensors and vehicle upgrades i
linking three unmanned vehicles tbogirsadandgbe mant
convoy o%Teri at eibmpetnal éerdedeceumber of soldiers req
convoy, thereby reducing the number of exposed s

The #®rnmMyank Automotive Research, Development and
Warrem,s Mleportedsgveoakiingdwst hy’"Rpbot her Reseat ¢

88 Information in this section was provided to CRS by the Army Staff, October 5, 2018.
89 Army Briefing, PM Force Projection Overview, February 28, 2017.

O nformation in this section is from-Wnmdremead Glarcwhdys , ,AAr my
National DefenseApril 4, 2018.
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LLC, of Gaithersburg, MD, i s pao@s ki mgh thef earug e r
of Oshkosh, WI, is buikKditng haoperekadtselthibadoclah é e®dv
MartBetbokesdas, tMR i ntegr ataen@CSy Coemoradevehopér

Al exandird acr /A&t i ng t healglr avghhei cs oulsdeire ri nitne rtfhaec | e a
control the follower trucks.

Pl ans ac ayllel@anfgoroper at i omalit rtaeddlomi danl Icheam FY2019 i
60 systems to two Palletize®#l toadcSgssetml (PLBg 7
pl ans t oRa&thé elrniLtoiwal Pr oduRattieo nP riond uFcYi @ 0oPnh iann dF YF2u
production com@l eted by FY2

UGd-w BRUw&I O1T UEUPOOwW" OOEEUWS1 I PEOT wp- &
"OOEEUwWS51 T PEOI wpl" 5K

Figure 6. Notional Robotic Combat Vehicle (RCV)

N R
Source: Army Briefing, Army Robotic and Autonomous Systems (RAS) Portfolio, April 11, 2018.

The Next Generation Combat VehM-Z |IBr addNIGCW )I nfsan tnrt
FightinwewhVehi dilas been Al panrvti od sihncse eI Idrt, t
the NGCV t o Ilhiatvefotbd elmeaanpodeipe anhag sol di ers will b
onboard the NGCWumosheoWvethhel £€i wmel | have the abi
operations®Aas thaout o¢fthetnei 4refyf at so pl ans to deve
Vehicl es fivtion gokeorv e t & & e N BGYhyl-tolehgm Vi dRIC¥8a ¢ ts

asscouts @ahdr emaomné¢wdi tNNGCVosl di ers controlling the

91 Army Briefing, Army Robotic and Autonomous Systems (RAS) Portfolio, April 11, 2018.
92 Army Briefing, Army Ground Robotics Overview: OSD Joint Technology Exchange Group, April 24, 2018.

BSydney J. Freedberg Jr ., AAr mgnPAs med BrRakigDefengeluiRe pl acement
27, 2018.
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the N®@ECV.prietsetnakes one soldier to direct a singl
controlling every movement and action. The Ar my
sol dier fmasqouadtr odil of robots.

The Army pl ans ted ddv elixp exmeirrn ifteimgdolainsaNGE€Yd pr ot
NGCVs and o&foourr dReRQVisvery b¥®l n RRYtemea ArfmyF YRI0alms f ot
hanadmrs sol dier testdngs wi hd -sai hzeeodh peal aeyméenftfoonlt4 RCV :
FY2023 t& FY2024.
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Figure 7. M-2 Bradley Infantry Fighting Vehicle

Source: 0DGG\ /RQJZHOO “"7KH $UP\ +RSHV $, &D QC4ISRNSIBE 26Y2018W 9HKLFOH )DL

In June 2018e¢edt e awamy efdegrodtalmtgnialclti cano Upt ake
Technoawmgdestri albaAledc omp iy maiglod AIL,s20f t war e f c

Bradl ey ifprteednidcetd ctoomponent failures, decrease th
mai ntenance, and i mprove toWRBEherbhasictsiovd meamt | r ey
sensors ins@ dengithretBh@ard| egmponents to record inf
temperature and revolutions per minpuher ¢ RPM) anc
machine | earning would | ook for patterns in dataeé
% |bid.

% |bid.

%Sean Ki mmons, fi 1 n i-Ganerdtion Conthat Wehiglept@ Focus om Manbed ma nned Teami ng, O

Army News ServicéJarch 26, 2018.
971bid. andArmy Briefing, Army Robotic and\utonomous Systems (RAS) Portfolio, April 11, 2018.
%Ashley Tressel, ADIUx Awar ds C sidedefense.coruoe 26) 2048. Al Soft war e
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vehi*tReepso.r Uypdalhye will inst2l IBriatdd eysf tanwatFe . o Hod 2l
ontpredict when future repairs might be needed
mai nt é®lamncaeddi ti on, i f the softwaipe epertfhoer ms as

Army from doing unnecessaryspaviengnt a¥efvandcdamaney
successful ,r Apganyt edIfy cdadlsd expand this effort t
ot her combatOf ¥ebi al e,nboltétmaut hese i-lndastirm@l mac
technologies have not yet Ween fully tested on r

~
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Figure 8. Marine Corps Robotic Vehicle (Modular) (RV (M))

Source: MarineCorps Robotic and Autonomy Strategy (MCRAS), June 2018.
The Mar(iM)e iRV-bauicluts,t omut & ¢ kné dtslpidoac o ropar at es Al  bu

ful fils t hieh Weoeoda pfacbri I man es. It is intended to a
miisen modamlgeésng from routel obemeaa@asraiansdamceachi |
surveillance, and ;¢asgeaelt p,aadacaadiooh d RS A

weapons

®James Vincent, AThe U.S. Army is Using Maceiafee,bearning t
Verge,June 26, 2018.

1Wjack Corrigan, fAHow Artificial I ntelli gbeaieoseNesul d Keep U.
August 11, 2018.

101 |pid.

2Aaron Gregg, AArmy to Use Artificialk IDotkelWashggonce to Pred
Post,June 26, 2018.

103 |nformation in this section is from a CRS meeting with Marine Corps Staff, September 4, 2018.
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, EUPOI w" OUxUwnUOOaw U0UOOOOOUUW%DUUU WG E
As parts ofo edfefvoerltop i nnovat i WwhesaMaen ceaxgfElsd foiyn g paer a
Aut onomous Fi rvwshte rwabvye rComacteipda and aut onomous aer
ground platforms would be employed asenéemg first
andaé¢cess/ area deni &Als (pPAZ/t ADIE xt@heed bMaird mnéeey Advanc
Base Operations (EABRO).,y iAmgloemnmeowiwastdFormesdu | Wa vien t
need for fewer Marirmnesk tampma bt iowispsatnwesedidh tahsiogae r a |
reduction in the | ogistical footprint needed to

1 2wEOCEwW (wbPbOw, POPUEUaw4sODPUUD
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A full ycamamldatwedivbetdf orce is a key component of
The integration of RAS and Al intel amiédtiasyuesnit
may be of interest to Congress.
4 0bUw, EOODOI w" 1l EOI 1 U
Thientroduction of RAS and Al wil!| al most certain
organi zedandqgmuampmped. Someti mes this is conceptua
manpower, as RAS and Al are used ntgo rFeoprl aecxea nppd res
the usef ofl bwadetrechnol ogy could | ead to the abi
depl oyed units with fewer truck drivers. However
in one area may be soefsf sientS abme tnhadenspea weerr si morteeca t h a
increased use of unmanned aircraft have increasece
t hem:
Yet the militarydéds growing body of experience sh
actually solve any given probte, but merely change its nature. It o6

paradox: The very systems designed to reduce the need for human operators require more
manpower to support them.

Consider unmanned aircréftwhich carry cameras aloft without a crew, yet require

multiple shifts of operators, maintainers and intelligence analysts on the ground to extract

useful datd and it becomes clear that many researchers and policymakers have been

asking the wrong question. I't i s nobbtsfiwhat <can ro
do wi th us=?0o

Anot her consideration revolves around assessment
RAS and Al systems. National security | eaders ms
capabilities in theeedegtaBA8 andi Abhdeygstbéemsfar
requirement.

The introduction of RAS and Al brings with it
advanced technicaly hreswlexdgasi Vlee emipleirtt amce br

11 EUUBOBE@L WwUI GUPW QUG &3 EOET Ew3l ET OPEE (
a
i

AaThe Autonomy Paradox: Why o6Unmanned®rm8dyFsrcestosrl Dondét Shrin
(October, 2011 )http://armedforcesjournal.cothé-autonomyparadox/
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the armed forces (recruiting) and convincing thc
initial term of servicfdihas gereddd mang etrentyi @) .i nk
currlemodbght i nt o,tthtree hargrheed tf drdigagdhe dicihdp inlnave i s
the case of enlisteddpgegrsoennien ,'®he @aadbachfel off f i c
As the military integrates RAS andt &aininhoseéetwif
advanced technical training will incraase. At | €
sophi sutnidceartsetdandi ng of RAS and Al to assist with
testing, and qualitmorceondirzodblod papwtl styisare msi.l |A
extensive knowledge of particul aResyutiedmsrgt @@ naf f
retaining the types of individuals needed to per
l i kely weeldi gho chamgni tive ability and years of ad
meeting the physical and behavilor ald dsttthrhieochar ds f c
military will Ilikely face intendievichunpled iwhonddr
meet all of these requirements

SUEDODOI

As RAS and Al become integratedséenwomEmerndtary fc
how to use and maintain such systems wil/| i ncr ee
varyndepege on the types of systems introduced and
expenses required to develop appropriate trainir
signiSuchintr ai ni ngt iwne |e vneonete  ebtuat dweielolngnoi ng t o
accommodate the fielding of neAn spyrsetseenmst ,a ntdh eu pagrr
forces provide most military skill training thrc
training sites. H oew eovpetri, matlh i wsa ymitgoh td envoet| obpe anhd m
RAS and Al systems, parkical asl yefi®ivredhoaer ahbse

knowl.edge

Vv
[
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chnol ogical <c¢change, maintaining expertise in F

signments oubdbbodeewbamphe, mi hithe@mpednwadre sect

"EUI | Uw/ EUI U

Most individuals who join the armed flormaan&kgd c o me
and are gradually promoted to higher grades over
pat hs ar e,amal la &¢dfoisrreeconnecti on i gypdeahbhhydg ma
technical skill, professional military knowl edge
compensfatimonst military personnel, tchiseadareer pece
specialist in a given skill set to a |l eader of i
increasingly complex in term&aofopserbsenmreb, ofyst
professional military edgomehbona, asewdbbigaelr be
devel opment .

However, mai ntaining the desired supply of indiyv
require a diff edfeonrt exaamepelre ,pahtihgmerdedntry | evel

tr

t e

as

105The largest exception to this is the military medical community, many of who join the armed forces after completing
extensive ciilian schooling and training. Lawyers and chaplains are also typically recruited after completion of
additional schooling or training.
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path model that has been cited as potentially afg
is the one which exists Inn tthhei sminioidtealr,y onfefdiiccearls
brought in at a hi gherr ngerdaidcea |b asskeid Ipsr,i nwairtihl yl eosns
devel oping professional military.Holwielvleg ,and |i &r c
not vyet c¢clear that this model would be ideal for

+1 T EOQOWEOCOEwWS$ Ul PEEOQw" OBuw@ElI UEUD

The | egal and ethical debate over the devel opmer
systems | argely concerns tédmbhbl egyobbatcdweapnrc
systems capable of selecting andfWhitlaec ksonnge t ar g e
argue that such weapons can and should be develc
of the international l aw of armed conflict (LOAC
or I HL) for “sdwéaliiwedopeptdoswehéusél yvi ew the | ack of
participation in the decision to take a human |
unet R cal

Opponents of fully autonomous weapons systems ur
banning stoh weapemst providing a |l egal framewo
subject to meani'®ghelr shamdaowcadod et aolmor at ori um on
weapons until advances in technol¥Byopoabhesthe

106 Secretary of Defense Memorandum, The Next Two Links to the Force of the Future, June 9, 2019.

107 Seelnternational Comntiee of the Red CrosAutonomous weapon systems: Technical, military, legal and

humanitarian aspectExpert Meeting, Geneva, Switzerland;28 Mar c h  2I0thedry, itweould ofilyibe ( fi

one step furthefifrom current unmanned but remotely contrdilgeapons systems} allow a mobile unmanned

system to fire a weapon withotiman intervention, but one that would entail a technological leap in capability while

simultaneously raising significant legal and ethical questiad\ith respect to unmannextrial vehicles, DOD has

predicted that #Athe | evel of autonomy should continue to p
control/intervention to a high level of autonomous tactical behavior that enables more timely and informed human

o v e r sMagkhistWagnerThe Dehumanization of International Humanitarian Law: Legal, Ethical, and Political

Implications of Autonomous Weapon Systefi¥ AND. J. TRANSNATA. L. 1371 1374 (2014) (quotin§Y 20092034

UNMANNED SYSTEMSINTEGRATED ROADMAP 27 (2009)).

108 Seee.g, Kenneth Anderson and Matthew Waxmaaw and Ethics for Autonomous Weapon Sysi&img a Ban
:RQTW : R Hdw &) @ws of War Cas (Hoover Institution and Stanford University 2013) (recommending-high
level weapons reviews to determine prefyr of autonomous weapons systems on a-bggmse basis).

109 SeeChristof HeynsAutonomousMeaponsSystems: Living a Dignified Life and Dying a Dignifiedeh in
AuTONOMOUSWEAPONSSYSTEMS 3, 10 (Nehal Bhuta, et al., eds. 2016) (arguing that delegttia machine the

decision to use deadly force against a human being could be an inherently arbitrary deprivation of the right to life). For

an alternate view, see Dieter Birnbache Autonomous Weapons a Threat to Human DigimitftUTONOMOUS

WEAPONSSYSTEMS1 0 5 120 (Nehal Bhuta, et al., eds. 2016) (arguing
matter of indifference whether the threat they are exposed

W0seeMar y EI | e nBar@iagdutamomeds Killing: The Legal and Ethical Requirement that Humans Make
NearTime Lethal Decisionsn AMERICAN WAY OF BOMBING: CHANGING ETHICAL AND LEGAL NORMS, FROM FLYING
FORTRESSES T®MRONES224, 236 (Matthew Evangelista and Henry Shue eds., 2014)r(grdpat it is imperative that
human beings retain sovereignty over kill decisions and advocating a treaty banning fully autonomous killing).

111 SeeHeyns,supranote109, at 13 (describing emerging view that the central question as to the legality of
autonomous weapons systems will turn on whether such syste
to use force against a human being).

112 seeGuglielmo TambunrriniOn Banning Autonomous Weapons Systems from Deontological to Wide

Consequentialist Reasqris AUTONOMOUSWEAPONSSYSTEMS, supranote109, at122, 131 (arguing that current state

oftheart and foreseeable developments in robotics and Al flove
suspending@gut onomous weapons systems dev erindpesmambe convincingly | compl i ar
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of a@outoaurs weapons systems argue that the possibi
compliance with LOAC could make their™use more e
They recommend rigorous testing and rev3eéw of pr
l egal reviiwt pcbeed86f Resi ew the obligation of st
modi fied weapons to ensure they do not violate L
Addi tional P%otocol | (APIl)

31T w+EPwWOi w UOI Ew" 601 OPEU

Twoehlst abl i shed gener al principles governing ar:
di stinction and proportionality. Distinction ref
military targets on the one hahd¥Prampo rctiivd fd d laintsy
refers to the balance between the military advar
the probable extentSdme odHd sadreverls cr ortid i tame hair fnf.
reducing these pmancsptlest hat aadi ghombus$ oweapons
capable of Ybeying them.

A corollary to these basic principles is indivioc
them. Some commentators have raiseetehe eancrecenrn
puni shment, and wonder who will be eld responsi
#DUUDOEUDPOO

As far as objects are concerned, | awful targetir
military objectives ahdnebsvimii ahoao pejbeabsf sbcyt Th e s AE
finatur e, | ocati on, pur pose, or use make an effec
tot al or partial destruction, capture, or neutr e
demonstrated)

113SeeAnderson and Waxmasypranotel08§ at 21 (arguing there marghibiboe fiseri ous |
[of autonomous weapons systems], given the possibility that autonomous weapons systems could in the long run be
more discriminating and ethically preferable to alternatiyv

1141d. at 4.

115Protocol Additional to the Geneva Conventions ofAl@just 1949, and Relating to the Protection of Victims of
International ArmecConflict, adopted June 8, 1977, 1125 U.N.T.S. 3, entered into force December 7, 1978, art. 36
(hereinafter API)The United States is not a party to API but may regard partsasfrepresenting customary

international law. See Anderson and Waxman, supra note 104, at 9; Wagner, supra note 103, at 1385 (noting that the
United States has incorporated many provisions of API into its military manuals).

116 JEAN-M ARIE HENCKAERTS ANDLOUISE DOSWALD-BECK, | CUSTOMARY INTERNATIONAL HUMANITARIAN LAW 3

(2005) (hereinafter Al CRC Studyo) Rule 1 states that @AThe
civilians and combatantsé. 0 RadmastaFal tmesadisttnguisttbetaeencivilThe part i e
objects and mildiatZbry objectivesé. o

Widat 46 (Rule 14 states ALaunching an attack which may be
to civilians, damage to civilian objects, or a combination thereof, which would be excessive in relation to the concrete

and direct militaryadvantage anticipated is prohibited).

18\Wagner supranote107, at 1388 (positing that computers, which mayagable of computing quatative

assessments, are currerigscapable of making qualitative assessmeautsl questioning whethéthe principle of
distinction and the principle of proportionalitycere encoded i nto digital formato).

1191d. at 1403 (noting that culpability requires moaglency, which machines can never possess, and that a traditional
deterrence rationale does not apply).
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seamidleif i aidf°Obffeansaget meeting thdse cr
ature of an object may c¢ha®dPa, orhgkictg c
arily used for civilian pur posiets fnoary no

roi

= oTwn
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(o] t
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ary purposes such that it meets the ¢ t i
reatment ®*Meraovievil tAe AP]Jeptohibits target
ts that are neceislsiaaany pfoopru Itahtei osnu rovri vtahl a to fwot

r
n
n
t e
t
c
cause environment al harm*if subjected to an ar me
e
r
d
[
c

are also rules applicable to targeting inc
ational | aw, only conybaatraentpsr oatreec tleadwfiufl tthe
o THer APhdeerisvitldragnest iumd ess, and for so
pate d¥°Teaet APl ial Bosprbiteces.certain mild.i
arnd clergy.

”w o oS
- Qa

-

a

ple of di stinction, the principle
ivittlanseduiireg damadccogflkhet e x|
an armed attaca mbyi bbaamasnamadaciny
iven attack is proportionate is |
[ s subject BtTh efrleuiid od sdigtrieemse ndn
e ndeadademint sd@acrcdrowtbea emit lhietsar y ad
ver sus i i al deathsdmight veffaosi aedy dbeag e
determine w ci

ever be pos t e

asses®¥ment

PiNloi @ath elmar MEBeme adesbisvshat it
an algorithm capable of maki nc

/T UOPUUDPEOI wel ExOOU
A central premi se of the I aw of armed conflict i
war f afin®t a ued*Smietced.i cally, the API prohibits emp

120 API, supranotel115 art. 52(2).
211d. art 52(1).

122\Wagner supranote107, at 1390.
123 AP, supranote115, art. 52(3).
1241d. arts. 5456.

1251d. art. 41.

1281d. art. 51(3).

1271d. art. 41.

128\Wagnersupranote107, at 1396.

29API, supranotell5, art. 57 (requiring, among other things, that th

from deciding to launch any attawhich may be expected to cause incidental loss of civilian life, injury to civilians,
damage to civilian objects, or a combination thereof, which would be excessive in relation to the concrete and direct
military advantage anticipatedo).

130\Wagnersupranote107, at 1396.
1311d. at 139698.

1321d, at 1399.

133|d_

134 Regulations concerning the Laws and Customs on Land, Annex to Convention IV Respecting the Laws and
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warfare that are of a nature to cause superfluo
intended or may be expeterendand caveeewiddesgeea d
envir dnSmpeencti.fi c types of weapons that these trea
weapdhbeseaties also forbid weapons that are ind
that are not able to be usedtifonaccordance with

L

Consequently, API Article 36 requires that part:.i
the | aw of war

In the study, development, acquisition or adoption of a new weapon, means or method of
warfare, a High Contracting Party is under an gdtion to determine whether its
employment would, in some or all circumstances, be prohibited by this Protocol or by any
other rule of international law applicable to the High Contracting P#ty.

The proper test, then, icseswh eatnh earut oinno nsoounse woera paol
indiscriminate by naturesuperif$uofussiuohuaynaruuear
sufferi ng,clauksee ywitdog seprnme aach dl ssregrer e damalgne t o t he
other words, @onautsgsomoys | w&ka all other weapon
di stinguish targets appropriately and to ensure
military advantage. Some argue that the fact the
nopter se govern whet h&YAsi tt heamrmgeente nt hgoe s¢r iatse 1
autonomous system can be programmed with suffici
t hat it can be fired at a | awfswlr vti avreg eatn, Atrti @ cd et
revi*®Ow. t he ot her hand, some scientists have war:H
di stinguishing between civilians and combatants
Il i kel y i n Thhee sbhaonr tont ewem@psnper iatuouas or unneces
suffering |ikewise arguably can be met by, among
prohibited type, such as biological or chemical
As mentioned above, the Demarthme dte vefl openfeerri s @ f h ¢
autonomous weée*lipto nsst asdyesso e ahsact u sa Latnodn csneomss weap o n

systems shall be designed to all ow commanders ar

Customs of War on Land art. 22 (1907) (hereinafter Hague Regulation)s#?gnote115 art. 35(1).
135 AP, supranote115, art. 35(2)(3).

136 See e.g, Convention on the Prohibition of the @dopment, Production, Stockpiling, and Use of Chemical
Weapons and on their Destruction, Apr. 29, 19974 U.N.T.S. 4%hereinafter CWC); Convention on the Prohibition

of the Development, Production and Stockpiling of bacteriological (Biological) axid Yéeapons and on their
Destruction, Mar. 26, 1975, 1975 UST 583, 1015 UNTS 163 (hereinafter BWC). For a list of other types of weapons
that may be banned under customary international law, see ICRC Stpdgnote116, part IV.

137|CRC Studysupranotel16, at 40 (Rule 12 describes indiscmi nat e attacks as those A(a) whi
specific military objective; (b) which employ a method or means of combat which cannot be directed at a specific

military objective; or (c) which employ a method or means of combat the effectdabf ednnot be limited as required

by international humanitarian law; and consequently, in each such case, are of such a nature to strike military objectives

and civilians or civi |lSeaasoidahtj €cdtds (Wi utl httoeurkd of dseapaits eschtt i hoart 0 )A.
are by nature indiscriminate is prohibitedo).

138 AP, supranote115, art. 36.
139 Anderson and Waxmasupranote108, at 10.
140|d_

141 SeeTambunrrini,supranote112, at 130 (citing profound technological challenges to be resolved, such as effective
in situ target discrimination and recognition of the status of those othdraisele comb@t)  cRONALD ARKIN,
GOVERNING LETHAL BEHAVIOR IN AUTONOMOUSROBOTS (2009)).

142 Department of Defense (DOD) Directive 3000.09, Change 1, May 8, 2017, Autonomy in Weapons.Systems
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human judgment oM@ hetdeegsii ok fbeceval uation ar
process to enssirweapans asiy 9hems

(@) Function as anticipated in realistic operational environments against adaptive
adversaries.

(b) Complete engagements in a timeframe consistent with commander antbropera
intentions and, if unable to do so, terminate engagements or seek additional human operator
input before continuing the engagement.

(c) Are sufficiently robust to minimize failures that could lead to unintended engagements
or to loss of control of theystem to unauthorized partig4.

The directive emphasi zesnatcthd nree d ch t fetrinfaatcre , e frfeeqauti i
autonomous weapons systems

(a) Be readily understandable to trained operators.
(b) Provide traceable feedback on system status.

(c) Provide clear procedures for trained operators to activate and deactivate system
functions!4®

Whet her th

es wifid p p racspruiagtee clréa vdlcss arfayh u
over theoube

efforts
of hé obepart mfént of Defense adopts.

N P

$ BHEEOw UT UOI 6UU

Some opponents of developing fully autonomous We
concerns that do not necessarily implicate humar
availability of such systemyaflomdddr diarkge taa nmehdi s c
nati onal |l eaders may be more I|likely to involve t
sol diers %A momnmézeadrgument is that most new we
|l east in paitk t® mirmiomiszeand have “Aeaen h'ubj ect
argument for such systems is that robots are unl
143|d, 84a.

14414, §4a(1).
1514, §4a(3).

146 Dan SaxonA Human Touch: Autonomous Weapons, DoD Directive 3000.09 and the Interpretafich®5 URSULDWH
/IHYHOV RI +XPDQ -XGJPHQW, 185/ H5B66/hA biroBidMeuRWVEMONSBYS TEMS (Nehal Bhuta, et
al., eds. 2016).

147 Seee.g, HUMAN RIGHTS WATCH, ET AL., LOSINGHUMANITY : THE CASE AGAINST KILLER RoBOTS37 (2012)

(hereinafter HRWY ar gui ng t hat MfAassigning combat functions to robot
it easier to engage in armed conflict aRemrtaftheSpacial t he burde
Rapporteur on extrajudicial, summamyarbitrary executions.)

148 Report of the Special Rapporteur on extrajudicial, summary or arbitrary executions, ChristofAdlefg(5/23/47,

at 11 (2013) Th[e] easqof deploying lethal autonomous robotic systems [LARS] rather than human sotatiald]

potentially affect political decisions. Due to the low or lowered human costs of armed conflict to States with LARS in

their arsenals, the national public may over time become increasingly disengaged and leave the decision to use force as
alargely finan@ | or di pl omatic question for the S®ate, | eading to

149 Anderson and Waxmasypranote108 at 18 (arguing hat #fthi s concern is not special t
The same objection has already been made with respect to repititdd UAVs and higkaltitude bombing before

that. Generally, it can be made with respect to any technological developmenttreateit r educes ri sk to oneb
forces or reduces risk to civilians, or botho).
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although they may rettsocmetdevinsimber sahaf | sakediyiec s
to enhance the capabilitlies of soldiers as a for
Opponents also argue that human compas-sion and c
fi ghHungan empathy, some argue, helpsumahdiers t
targets to determine whether they actually pose
never be programmabl e to emul®Qne tchoempoatshseiro ns iodre e
proponents of such sys®émar ar guoheee ti hnastt ni bnucnma nf oerm ost
presedmayi bead to adverse ctORoboguesncehegnpiolsetho:a
be subject to human errors or utl awful behavior
One other argument skeptics thfatauthemapthed owmeamon
flaut omatdi oan whhiiacsh, humans trust computer interpret
and instincts regarding their environment, may r
syst®AMmsv.ari ati on ofelthwisgconceobots whht make ki
sol diers, dehumani zing the endeavor by making it
gamé.

e

UT EOR&DBPwUwW" OOEWmW QN EWrb JI0OOOOOUU WG E
[

2aU0U01 OUwmp+ 62K
Not abl e,sfucthunriss thédon hMu d lat & ,hSatveev ewna rHhaewdk itnhgat Al h
potential to be far mor'®ande ngdiuhoa swarhsatn enwecr te airn

|d,at 7 (noting that @ no-contmledos aionomaussysemstx coreptetelg replagemot el y
humans on the battlefield. Many military missions will alwayguiee humans on the ground, even if in some contexts
they will operate alongside and in conjunction with increa

Blidat 15 (dlt may well be, for instancleofautomaidncaimapons syst e
some battlefield contexts, and perhaps more and more ovéy tideice misidentification of military targets, better

detect or calculate possible collateral damage, or allow for using smaller quanta of force compared to hunman decisio

making. 0)

152 HRW, supranote147, at 38 (Robots cannot identify with humans, which means that they are unable to show

compassion, a powerful cheok the willingness to kill. For example, a robot in a combat zone might shoot a child

pointing a gun at it, which might be a | awful response but

153 SeeTambunrrini,supranote112, at 129 (noting technical challenge associated with programming a robot to

recognize persons who drers de combat whi ch may require fAvi ewpoipostures ndependen
and gestures in variable illumination conditions, in addition to an understanding of emotional expressiondiearel real
reasoning about deceptive intentionsé. o).

154 Anderson and Waxmasppranotel08 at 15 (fAiWe should not rule out in advan
technological outcomésincluding the development of technologies of war that might reduce risks to civilians by

making targéng more precise and firing decisions more controlled (especially compared to-baldin failings that

are so often exacerbated by fear, panic, vengeance, or other efhotiirte mention the limits of human senses and
cognition). o).

155|d_

156 Noel Sharky, Staying in the Loop: Humasupervisory Control of Weapoyisi AUTONOMOUSWEAPONSSYSTEMS

23,35(Ne h al Bhuta, et al., eds. 2016) (fiThe operation of auto
acceptance of suggestions and maintainsoarstg bi as . 0) .

157P.W. SINGER, WIREDFORWAR3 95 (2005) (arguing that fdAtechfudedogy mi ght | ¢
rage, but also make some soldiers too calm, too unaffected

B8Catherine Clifford, d&AMisfarMdMes Panilar b u @MBECIMarchdl3ukes, o
2018.
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